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Abstract. We calculate electron momentum densities of various crystalline solids by employing
the linear-muffin-tin-orbital (LMTO) method. We use three levels of approximation to the LMTO:
the simplest atomic sphere approximation (ASA), the ASA with overlap correction, and the full-
potential (FP) LMTO. Although the band energies calculated using the ASA and the FP-LMTO
are practically the same, there is a noticeable difference in the electron momentum densities which
is not cured by making a simple overlap correction to the ASA-LMTO method.

1. Introduction

The linear-muffin-tin-orbital (LMTO) method [1] is a very efficient and flexible tool which is
widely used for first-principles computations of the electronic structure of solids. The need
for such computations is overwhelming since a great number of physical properties of solids
depend on the electronic structure. In addition,ab initio molecular dynamics simulations
require a method which yields accurate total energies or forces.

Electronic structure calculations on crystalline solids are performed conveniently by
dividing the crystal into non-overlapping muffin-tin (MT) spheres centred on atomic sites, and
the remaining interstitial region. The electron density and the potential are almost spherically
symmetric within the MT spheres and are essentially flat in the interstitial region. Therefore
the electron wave function, the charge density, and the potential have a dual representation:
a spherical harmonic expansion inside the MT spheres and a plane-wave expansion in the
interstitial region.

The LMTO method is just one of many computational schemes derived within the frame-
work of the density functional theory. The great practical advantage of the LMTO method
is that only a minimal basis set of energy-independent orbitals (typically 9–16 per atom) is
needed to obtain accurate eigenvalues (band energies). In the simplest ASA-LMTO method
the MT spheres are expanded to the overlapping Wigner–Seitz (WS) spheres which occupy the
whole volume of the crystal without there being an interstitial region. Inside the WS spheres,
the LMTOs are represented by numerical solutions of the radial Schrödinger equation and their
energy derivatives. Outside the WS spheres the LMTOs are augmented by the solutions of the
Helmholtz equation at some fixed energy (usuallyκ2 = 0).

This approach is generally sufficient for obtaining band energies with a typical accuracy
of 0.1 eV. It is known, however, that it is the eigenfunctions of the Schrödinger equation rather
than the eigenvectors which are more sensitive to the approximations involved in solving this
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equation. Therefore, to reproduce observables which depend on the wave function itself, one
has to resort to much more elaborate theoretical schemes. In particular, reproducing the charge-
density distribution inside the crystal requires a more detailed knowledge of the electron wave
function in the interstitial region.

The most stringent test of the theory would be direct experimental observation of the
electron wave function in a crystal. This is not possible at present. However, there has been
a technique developed recently which allows us to determine the magnitude of the electron
wave functions in the momentum space [2,3]. This technique, known as electron momentum
spectroscopy (EMS), relies on an ionizing collision of a fast electron with a thin solid mem-
brane and the subsequent detection of the scattered and ejected electrons in time coincidence
with fully determined kinematics (a so-called (e, 2e) reaction). The cross-section of such a
reaction is shown to be proportional to the magnitude of the electron wave function in the
momentum space in a given energy band. This quantity determines the probability of finding
an electron in the solid with the given values of energy and momentum (energy-resolved, or
spectral, electron momentum density—EMD).

A related technique, known as a (γ , eγ ′) reaction, has been also implemented, in which
a hard x-ray photon is used as a probe [4]. In this case the energy-integrated EMD can be
determined, which gives the probability of finding an electron in the solid with the given value
of momentum across all of the bands and core levels.

The emergence of these techniques has provided a new incentive to perform accurate
calculations of the electron momentum and energy distributions in solids. The ASA-LMTO
method has long been used for this purpose. The spherical harmonic representation of the
electron wave function inside the WS sphere makes the Fourier transformation particularly
simple, and thus facilitates straightforward computation of the EMD from the LMTO
eigenvalues and eigenfunctions [5–8]. Non-spherical corrections can be included in an approx-
imate way by means of the reciprocal-lattice-vector summation [5].

There have been a number of investigations in which the LMTO method has been extended
beyond the ASA with no shape approximation made for either the potential or the charge
density inside the elementary cell. These full-potential (FP) generalizations of the ASA-
LMTO method have been used with great success to calculate various properties of solids: the
equilibrium structure [9, 10], lattice dynamics [11–16], electron–phonon interaction [17–19],
magnetism [20–22], dielectric response [23], and Fermi surface topology [24], to name
just a few.

The FP-LMTO method has also been used for EMD calculations for complex systems
such as high-TC superconducting cuprates [25, 26]. However, the results were reported in
terms of the two-dimensional angular correlation of annihilation radiation (2D-ACAR) which
is proportional to the electron–positron pair density, i.e. the EMD weighted with the positron
wave function within the solid. No other work is known to the authors in which an attempt has
been made to use the FP-LMTO method for EMD calculations. It is not clear how the accurate
treatment of the interstitial region and the inclusion of non-spherical terms of the potential
would affect the calculated momentum density.

In the present paper we report on EMD calculations for simple solids: FCC aluminium and
copper, diamond-structure silicon, and hexagonal graphite. All of these materials have been
studied by EMS [27–30]. Also, the EMD of aluminium and that of graphite were investigated
very recently by means of the (γ , eγ ′) reaction [31,32]. In addition, a score of studies have been
carried out on all of these materials in which the EMD was studied via the Compton scattering or
positron annihilation. In both of these methods, however, less-specific information is obtained
because the EMD is integrated over in one or two dimensions of the momentum. Nevertheless,
there exists a considerable wealth of information on the EMD for the materials chosen here,
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which makes them particularly suitable for the purposes of the present study.
A few different techniques have been developed for taking the non-spherical corrections

into account in the framework of the LMTO method. They include Fourier transformations of
the LMTOs in the interstitial region [11], one-centre spherical harmonic expansions within
atomic cells [16], interpolations in terms of the Hankel functions [13], as well as direct
calculations of the charge density in the tight-binding representation [33]. In two of these
schemes [13,16] the treatment of open structures such as the diamond structure is complicated,
and interstitial spheres are usually placed between the atomic spheres. Here we employ the
FP-LMTO method, which makes use of the plane-wave Fourier representation [19]. This
allows us to apply the FP-LMTO method for such materials as silicon and graphite without
the need for the interstitial spheres.

We report the EMD calculations made using three different approximations to the LMTO:
the simplest ASA, the ASA with correction for the overlapping atomic spheres [5], and the FP-
LMTO. For aluminium and copper the band energies calculated with the ASA and FP-LMTO
methods are practically the same. At the same time, there is a noticeable difference in the EMD
which is not removed by making a simple overlap correction to the ASA-LMTO method. In
sparsely packed diamond-structure crystals and hexagonal graphite, a number of additional
empty spheres have to be introduced to apply the ASA-LMTO method. In contrast, there is
no need for such spheres in the FP-LMTO method. Curiously enough, we found no difference
either in band energies or in EMDs for silicon when the calculations were performed with the
ASA and FP-LMTO methods. In contrast, for graphite both the band energies and the EMDs
obtained with these two methods differ.

The rest of the paper is organized as follows. In section 2 we present the general electron
momentum density formalism and its realization with the ASA and FP-LMTO methods. In
section 3 we present concrete results for all of the materials studied, and conclude by discussing
why the two methods may produce different or similar results.

2. Electron momentum density formalism

We write the one-electron wave function in a crystal in the tight-binding representation as the
Bloch sum of the localized Wannier orbitals:

9jk(r) =
∑
t

eik·t
∑
3

a
jk
3 83(r −R− t). (1)

Herek is the crystal momentum,j the band index,t the translation vector, andR the basis
vector. The label3 defines a Wannier orbital centred at a given siteR and it comprises the site
indexR and a set of atomic-like quantum numbers which should be specified for any particular
case. The expansion coefficientsajk3 are found by solving the eigenvalue problem using the
standard variational technique.

The momentum-space representation of the wave function9jk is given by the Bloch wave
expansion:

9jk(r) =
∑
G

Aj(k +G)ei(k+G)·r. (2)

Here, summation over the reciprocal-lattice vectorsG extends the crystal momentumk beyond
the first Brillouin zone (the Umklapp process). The Bloch wave amplitudes are expressed
through the cell integrals:

Aj(k +G) = �−1
∫

cell
e−i(k+G)·r9jk(r) dr. (3)

Here it is assumed that the wave function9jk is normalized in the unit cell of volume�.
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Sometimes it is more advantageous to express the Bloch amplitudes (3) through the one-
centre integrals of the Wannier orbitals rather than the multicentre expansion (1). To do so, we
extend the Fourier integral (3) over the fundamental region of the crystal containingN cells:

Aj(k +G) = (N�)−1
∫

crystal
e−i(k+G)·r9jk(r) dr. (4)

The lattice summation is carried out trivially by using the summation rule∑
t

exp(−iG · t) = N.

Finally we arrive at the desired formula:

Aj(k +G) = �−1
∑
3

a
jk
3 e−i(k+G)·R

∫ ∞
0

e−i(k+G)·r83(r) dr. (5)

Here the limits of the three-dimensional integration indicate symbolically the whole coordinate
space.

The EMD in the occupied part of the bandj is proportional to the squared Bloch
amplitudes:

ρj (q) = �2

(2π)3
∑
G

njk|Aj(k +G)|2δq,k+G (6)

wherenjk is the occupation number. The EMD (6) is normalized to the total number of valence
electrons per unit cell:

2
∑
j

∫
dq ρj (q) = ne. (7)

2.1. FP-LMTO formalism

In the FP-LMTO method the space is partitioned into non-overlapping MT spheres centred on
atomic sites and the remaining interstitial region (IR). The localized Wannier orbitals entering
equation (1) are chosen in the form of the energy-independent LMTOs. They are constructed
in the following way [19]. Outside the MT sphere (in the IR) the tail of the LMTO is chosen in
the form of a spherical Hankel function (a so-called envelope function). Inside the MT sphere
the envelope function is augmented by a numerical solution of the radial Schrödinger equation
at a given energyEνl , and its energy derivative:

8H
κ3(r) =


i lYL

(κSR)
l+1

(2l − 1)!!
hl(κr) ≡ Hκ3(r) r > SR

i lYL

(
φν3(r) +

W {φν3, hl}
W {φ̇ν3, hl}

φ̇ν3(r)

)
r < SR.

(8)

Herehl = jl − inl is a linear combination of spherical Bessel and Neumann functions. We
choose3 ≡ {RL}whereR is the site index, and the orbital momentum variableL ≡ {lm} is a
combination of the angular momentuml and its projectionm. TheYL are spherical harmonics
andSR is the MT radius. The WronskianW is taken atr = SR to ensure continuity and
differentiability at the sphere boundary.

The Bloch sum (1) of the LMTO tails (8) centred at the siteR (and repeated by all
translationst) penetrates a neighbouring sphere located atR′ where it can be expanded around
the origin as ∑

t 6=0

eik·tHκ3(rR − t) = −
∑
L′
Jκ3′(rR′)γ3′S

k
3′3 (9)



FP-LMTO calculation of electron momentum densities 6783

whererR ≡ r−R > SR andrR′ < SR′ . Here we use the notationγ3 = [SR(2l + 1)]−1. The
Fourier-transformed structure matrixSk3′3 is defined in reference [19]. Therefore the wave
function (1) can be presented as

9jk(r) =
∑
κ3

i lYL(r)
{
a
jk
3 8

H
κ3(r)− bjk3 γ38J

κ3(r)
}

(10)

where

b
jk
3 =

∑
3′
a
jk
3′ S

k
3′3.

Here we also introduced the LMTOs which augment the spherical Bessel function inside a MT
sphere:

8J
κ3(r) =


i lYL

(2l + 1)!!

(κSR)l
jl(κr) ≡ Jκ3(r) r > SR

i lYL

(
φν3(r) +

W {φν3, jl}
W {φ̇ν3, jl}

φ̇ν3(r)

)
r < SR.

(11)

Expression (10) is correct both inside the MTs and in the IR. However, the form of the
spherical harmonic expansion is only computationally efficient when calculating MT integrals.
To perform integration over the IR it is more convenient to use an alternative Bloch wave
representation:

9jk(r) =
∑
t

eik·t
∑
3

a
jk
3 H̃κ3(rR − t) =

∑
G

AIR
j (k +G)ei(k+G)·r (12)

where, according to (5),

AIR
j (k +G) = �−1

∑
3

a
jk
3 e−i(k+G)·R

∫ ∞
0

e−i(k+G)·rH̃κ3(r) dr. (13)

We intend to use expression (12) solely in the IR. Therefore augmentation of the Hankel
function inside the MTs is not essential. Here we modified the Hankel function in such a way
as to remove its singularity near the origin and to facilitate the convergence of the Fourier
integral. The modified Hankel function is introduced as a solution of the non-homogeneous
Helmholtz equation:

(−∇2 − κ2)H̃κ3(r) = al
(
r

SR

)l
exp(−r2η2 + κ2/η2)i lYL(r). (14)

The normalization constantal is given in reference [19]. The parameterη is chosen in such a
way that the Gaussian approaches zero whenr > SR. So in the IR, which is the only place that
it is used in,H̃κL(r) is almost identical toHκL(r). The Fourier integral ofH̃κL(r) is decaying
exponentially and we have

AIR
j (q) =

4π

�

∑
3

a
jk
3 e−iq·RYL(q)

Sl+1
R

(2l − 1)!!

ql

q2 − κ2
exp

(
κ2 − q2

4η2
Rl

)
. (15)

To evaluate the Bloch amplitudes of the wave function (10) we calculate the cell integral
(3) separately over the MTs and the IR, where we use equations (10) and (12), respectively.
Finally we get

Aj(k +G) = AMT
j (k +G) +

∑
G′
AIR
j (k +G′)

1

�

∫
IR

e−i(G−G′)·r dr. (16)

The MT part of the Fourier integralAMT
j is given by the following expression:

AMT
j (q) = 4π

�

∑
3

e−iq·RYL(q)

∫ SR

0
r2 dr jl(qr)

{
a
jk
3 φ

H
κ3(r)− bjk3 γ3φJκ3(r)

}
. (17)
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The plane-wave integration over the IR can be carried out analytically using Green’s second
identity:∫

IR
e−ig·r dr =

(
�−

∑
R

4π

3
S3
R

)
δg,0 − (1− δg,0)

∑
R

eig·Rj1(gSR)
4πS2

R

g
. (18)

2.2. ASA-LMTO formalism

In the ASA-LMTO formalism the unit cell is substituted for with a number of overlapping
Wigner–Seitz spheres. The total volume of the WS spheres equates to the volume of the unit
cell, thus eliminating the IR. The ASA-LMTO formalism can be most easily derived by first
considering a slightly different but closely related formalism of the Korringa–Kohn–Rostoker
(KKR) method [1].

We write the orbital-momentum-decomposed MT orbitals as

83(r) = i lYL(r)

{
φ3(E, r) + p3(r/SR)

l r < SR

(SR/r)
l+1 r > SR.

(19)

The energy-dependent radial orbitalsφ3(E, r) are found by numerical solution of the radial
Schr̈odinger equation. The numerical orbitalsφ3(E, r) are augmented inside the sphere by
a renormalized spherical Bessel functionJκ3, equation (11), and outside the sphere by a
renormalized spherical Hankel functionHκ3, equation (8), both functions taken at the limit
κ → 0. Thus the tail of the MT orbitals, equation (19), atr > SR is the solution of the
Helmholtz equation with zero kinetic energy. The potential parametersp3 are chosen in such
a way as to make the wave function (19) continuous and differentiable at the sphere boundary.

Similarly to expression (9), the Bloch sum of the MT tails (19) originating at the siteR
and repeated by translation vectorst penetrates a neighbouring sphere located at the siteR′

where it can be expanded around the origin:∑
t 6=0

eik·t
(

SR

|rR − t|
)l+1

i lYL(rR − t) = −
∑
L′

1

l′(2l′ + 1)

(
rR′

SR′

)l′
i l
′
YL′(rR′)S

k
3′3 (20)

whererR ≡ r −R > SR andrR′ < SR′ . HereSk3′3 is the canonical structure constant [1].
As the numerical orbitalsφ3(E, r) already satisfy the radial Schrödinger equation, the correct
one-centre expansion inside any sphere will be ilYl(r)φ3(E, r) provided that the tails from all
of the other spheres cancel the termp3(r/SR)l . The required tail cancellation is seen to occur
if a set of the so-called KKR-ASA equations is satisfied:∑

3′

[
p3δ33′ − Sk33′

]
a
jk
3′3 = 0. (21)

This leaves the Bloch sum of LMTOs inside any sphere simply as

9jk(r) =
∑
L

a
jk
3 i lYL(r)φ3(Ejk, r) r < SR. (22)

The eigenvectorsajk3 and eigenvaluesEjk should be found by solving the set of KKR equations
(22). Finally we evaluate the MT integrals and obtain the Bloch amplitudes:

AMT
j (q) = 4π

�

∑
3

a
jk
3 e−iq·RYL(q)

∫ SR

0
r2 dr jl(qr)φ3(Ejk, r) (23)

wherejl(qr) is the spherical Bessel function.
As the overlapping WS spheres take up the whole volume of the unit cell, expression (22)

represents the electron wave function everywhere inside the cell. This allows one to calculate
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the cell integral (3) without approximating it as a number of the WS sphere integrals [5].
Equation (16) now can be written as

Aj(k +G) = AMT
j (k +G) +

∑
G′
Aj(k +G′)�−1

∫
cell−∑R WS

e−i(G−G′)·r dr (24)

where the plane-wave integral is given by (18). The first term on the right-hand side of (18)
disappears, since� =∑R�R. Finally, equation (24) can be presented as

Aj(k +G) =
∑
G′
AMT
j (k +G′)M−1

G′G. (25)

Here (25) contains the inverse of the matrixMG′G which is defined as

MG′G =
∑
R

3j1(|G−G′|SR)
|G−G′|SR MGG = 1. (26)

Thus far, we have assumed that the coefficientsa
jk
3′3 entering the expression for the

Bloch amplitudes (22) are found by solving the KKR-ASA equations (21). However, comput-
ationally it is much more advantageous to cast these equations in the form of the Rayleigh–Ritz
variational principle in conjunction with energy-independent MT orbitals. This can be done
if, instead of treating the full energy dependence of the numerical orbitalsφ3(E, r) in (19),
we use a Taylor expansion:

φ3(E, r) = φν3(r) + φ̇ν3(r)(E − Eνl) +
1

2
φ̈ν3(r)(E − Eνl)2 (27)

whereφν3(r) is the solution of the radial Schrödinger equation at a given energyEνl and
φ̇ν3(r), andφ̈ν3(r) are its energy derivatives. This definition turns the energy-dependent MT
orbitals (19) into energy-independent LMTOs. The expansion coefficientsa

jk
3 are now found

by solving the LMTO-ASA eigenvalue problem using the standard variational technique.

3. Results and discussion

The results of our calculations are presented in figures 1–4 for aluminium, copper, silicon,
and graphite, respectively. In each figure we show the band energies (top row of panels)
and EMDs (bottom row of panels) along several high-symmetry lines of the corresponding
crystalline structure. The EMD was calculated using three different expressions for the Bloch
amplitudes: equation (23) for the ASA-LMTO, equation (25) for the overlap-corrected ASA-
LMTO, and equation (16) for the FP-LMTO. Although the EMDs (6) were calculated for each
band individually, for the sake of clarity we present here only the total EMD

ρ(q) =
∑
j

ρj (q)

summed over all occupied bands. In all of the calculations, the exchange and correlation part
of the electron potential was calculated using the local density approximation (LDA) with
the Janak–Moruzzi–Williams parametrization. We found, however, that using any particular
form of the LDA parametrization has very little effect on the resulting electronic structure.
Generalized gradient corrections have been attempted but showed no effect on either the band
energies or the electron momentum densities.
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3.1. Aluminium

Aluminium is a simple nearly free-electron solid. The occupied bands disperse along a free-
electron parabola with a flat momentum density interrupted by the Fermi break. The anisotropy
in aluminium is very weak and can only be seen near the Brillouin zone boundaries. So
this simple solid is an ideal test case for investigating the accuracy of electronic structure
calculations with various levels of approximation to the LMTO method.

The band energies of aluminium calculated with the ASA and FP-LMTO methods are
almost indistinguishable, as is seen from figure 1 (top panels). The slight difference can only
be seen above the Fermi level. We believe that the FP band energies are more accurate, since
the calculation was performed with an enlarged basis containing three different sets of orbitals
with different kinetic energiesκ2 optimized for various parts of the valence and conduction
bands. In the ASA-LMTO method,κ2 is fixed to zero. In any case, the difference in electronic
structure of the conduction band is largely irrelevant for the purposes of the present study,
since we are concerned with occupied valence bands only.
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Figure 1. Energy bands (top row of panels) and electron momentum densities (bottom row of
panels) of aluminium along several high-symmetry directions. The band energies are with respect to
EF . Solid and dotted curves denote the results from ASA and FP-LMTO calculations, respectively.

Although the energies of the occupied bands are practically the same in the ASA and FP-
LMTO cases, the EMDs are different along all of the directions shown in the figure. The FP
results tend to be closer to the step-like momentum density expected for a free-electron solid.
Similar step-like behaviour was also reported by Papanikolaouet al [34], who employed
the linear augmented plane-wave (LAPW) method in their calculations. Unfortunately,
Papanikolaouet al [34] have not made their EMD data available in numerical form, which
makes it difficult to perform a more thorough comparison.

The overlap correction to the ASA according to equation (25) does not appreciably change
the EMD in any direction, and for this reason is not shown in the figure. As was pointed out in
reference [5], this correction is only significant away from the first Brillouin zone where the
EMD in aluminium is vanishing because of the Fermi break.

Although the improvement of the FP-LMTO EMD over the ASA one is not large in
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numerical terms, conceptually it is still very important. Aluminium has been the subject of a
number of investigations studying the effect of many-electron correlations on the electronic
structure (the most recent is reference [31]). As the many-body effects are weak in aluminium,
the one-electron calculation is required to be very accurate to leave adequate scope for many-
body corrections.

3.2. Copper

The electronic structure of copper is conventionally interpreted as the result of hybridization
of a free-electron-like s band and atomic-like and weakly dispersive d bands. The EMD of
copper at small momentaq is dominated by the lowest free-electron band formed primarily
from the atomic 4s states. As this band disperses upwards it crosses weakly dispersive bands
originating from the atomic 3d states and acquires a considerable degree of d character. The
band which intersects the Fermi level can be viewed as a continuation of the lowest s band, as
it has almost no d character at the moment of intersection. The Fermi break is clearly visible in
the0X and0K directions while the EMD in the0L direction is smooth. At larger momentum
values the main contribution to the EMD comes from the atomic-like d bands and it shows a
long tail extending across several Brillouin zones.

The band energies of copper calculated with the ASA and FP-LMTO methods and shown
in figure 2 are generally very close except for a small deviation in the conduction band far
above the Fermi level. A possible reason for this deviation was suggested in a previous section.
The momentum densities are visibly different in the ASA and FP-LMTO cases. The deviation
occurs near the Fermi break where a primarily s-character band crosses the Fermi level. Again,
as for aluminium, the FP-LMTO form tends to produce more step-like momentum density in
contrast to the ASA-LMTO form which shows some unnatural sudden increases near the
Fermi break. The deviation between the ASA and FP-LMTO cases is less prominent in the
0L direction, where the momentum density decays in an atomic-like manner.
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Figure 2. Energy bands and electron momentum densities in copper. Solid and dotted curves denote
the results from ASA and FP-LMTO calculations, respectively. Dashed curves in the bottom row
of panels show the ASA-LMTO calculation corrected for overlapping WS spheres according to
reference [5].
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This might indicate some inadequacy of the ASA-LMTO method in dealing with a free-
electron-like momentum distribution at large values ofq. As was mentioned above, the ASA-
LMTO form is equipped with only one tail energy,κ2 = 0, which might be insufficient for
reproducing the plane-wave behaviour for largerq.

The overlap correction to the ASA-LMTO form according to reference [5] was taken into
account and is shown in figure 2. Surprisingly, this caused very little change in the EMD, even
away from the first Brillouin zone. The greatest mismatch between the ASA and FP-LMTO
cases, close to the Fermi break, is not removed by the overlap correction.

3.3. Silicon

Silicon, like any diamond-structure crystal, is a very loosely packed solid with only 0.34 of
the cell volume filled with touching spheres. It has long been recognized [35] that in order
to treat this crystal in the ASA-LMTO method a number of fictitious ‘empty’ spheres should
be introduced at the interstitial sites. Conventionally, these sites are chosen to be at the high-
symmetry points(−a/4,−a/4,−a/4) and(a/2, 0, 0), whereas the two inequivalent atomic
positions are at(0, 0, 0) and(a/4, a/4, a/4). Herea is the lattice parameter. The FP-LMTO
method treats the interstitial region explicitly and does not require extra empty spheres.

The results of the ASA and FP-LMTO calculations for silicon are shown in figure 3.
Unlike the cases for aluminium and copper, both the band energies and momentum densities
are practically indistinguishable in the two calculations. This could possibly be explained by
the fact that silicon is a dielectric and none of the occupied bands crosses or approaches the
Fermi level where the main divergence of the ASA and FP-LMTO results occurs for metals.
Implementing the overlap correction to the ASA-LMTO method according to reference [5]
was too computationally expensive for silicon. Because of the excellent agreement between
the ASA and FP-LMTO results, we do not expect this to be significant.
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Figure 3. Energy bands and electron momentum densities in silicon. Solid and dotted curves
denote the results from ASA and FP-LMTO calculations, respectively. Band energies are shown
with respect to the bottom of the valence band.
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3.4. Graphite

Hexagonal graphite is an even more loosely packed solid as compared to silicon and other
diamond-structure crystals. The carbon atoms in the basal plane are bound together by strong
covalent bonds and form two-dimensional sheets which are held together at large distances by
weak van der Waals forces. Because of the quasi-two-dimensional crystalline structure, the
electron states in graphite can be classified asσ andπ according to their reflection symmetries.

The ASA-LMTO calculation for graphite is tedious and requires a large number of empty
spheres to continuously span the unit cell, which is stretched abnormally along the hexagonal
axis. There is no clear recipe for finding an exact number, location or size for the empty spheres.
A number of different ASA-LMTO calculations have been reported, with two [8], four [36],
and eventually fourteen [37] empty spheres. The results were different, with no obvious
indication of the accuracy of the calculation. The present ASA calculation was performed
with four empty spheres placed at the same positions as the carbon atoms but displaced along
the hexagonal axis by a quarter of the unit cell.

As was demonstrated in reference [23], the FP-LMTO method allows us to perform an
accurate electronic structure calculation on graphite with no need for empty spheres at all. Not
surprisingly, both the band energies and momentum densities of graphite are quite different
in the ASA and FP-LMTO cases (see figure 4). Numerical values of selected band energies
are presented in table 1 together with earlier FP-LMTO results from reference [23]. For
comparison, we also show the results of the non-local pseudopotential calculation of Charlier
et al [38] which is considered one of the most reliable to date. Our FP-LMTO results are very
close to those of reference [23] obtained with a minimal basis set. As compared to the ASA,
the FP-LMTO method improves the band energies and makes them more in line with those of
Charlieret al [38].
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Figure 4. Energy bands and electron momentum densities in graphite. The key is as for figure 1.

The momentum densities derived by the ASA and FP-LMTO methods are also different.
In the basal-plane directions0K and0M, the main difference is seen at smallq-values near the
0 point. Here the main contribution to the momentum density comes from the free-electron-
like lowestσ1-band which has predominantly s character. Band energies near the0 point
are also different in the ASA and FP-LMTO methods. From this, we may conclude that the
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Table 1. Band energies of graphite (in eV) relative to the top of theπ -band.

FP-LMTO

ASA-LMTO Present Ahujaet al [23] Charlieret al [38]

Bottomσ −19.59 −19.73 −19.55 −20.1
−19.12 −19.41 −19.34 −19.8

K-point σ −13.42 −12.72 −13.0
−11.27 −10.87 −10.9

Bottomπ −9.67 −8.79 −8.69 −8.9
−7.26 −6.72 −6.66 −6.8

Topσ −4.26 −3.15 −3.21 −3.5

Unoccupiedσ 3.10 4.55 4.39 3.7

ASA-LMTO method does not provide an accurate description of the in-plane bonding of the
carbon atoms, notwithstanding the fact that these atoms are relatively closely packed and no
empty spheres are placed inside the carbon layers.

Along the0A direction a contribution to the EMD arises from theπ -band as well. This
band has predominantly p character and extends further away towards largerq-values where
the major difference between the ASA and FP-LMTO results is seen. As theπ -electrons are
responsible for the interplanar bonding, this difference can be attributed to a poor description
of the electron distribution between the planes where the empty spheres are inserted in the
ASA.

4. Conclusions

In this paper we derived the electron momentum density within the LMTO method in three
different approximations:

(a) The crudest ASA-LMTO approximation in which there is no room left for the interstitial
area and the cell Fourier integral is substituted for with a number of integrals over
overlapping WS spheres.

(b) The same as (i) but with an attempt to integrate over the interstitial region and to estimate
the correction for the overlapping WS spheres.

(c) The most accurate FP-LMTO approximation in which the wave function in the interstitial
region is explicitly represented by the envelope function and an exact integration over the
interstitial region is performed.

We implemented this scheme to calculate the band energies and electron momentum
densities in four simple solids: FCC aluminium and copper, diamond-structure silicon, and
hexagonal graphite. We found that, except for graphite in which the intraplane bonding is
difficult to represent even with a large number of fictitious ‘empty’ spheres, the band energies
derived from the ASA and FP-LMTO methods are practically identical. In contrast, the electron
momentum densities derived from these two methods differ noticeably. Most surprisingly, this
difference is present in the simplest case of nearly free-electron-like aluminium. It is largest
near the Fermi break where a flat momentum density distribution, which one would expect for
a free-electron gas, is distorted in the ASA-LMTO method. The same phenomenon is observed
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for copper, where the Fermi breaks in the momentum density are formed by the intersection
of a free-electron-like s band with the Fermi surface. Applying a simple overlap correction to
the ASA-LMTO cannot cure this anomaly for either metal.

In contrast, the FP-LMTO calculations produce reasonable EMDs which are in agreement
with the literature values. We explain this phenomenon on the basis of the inability of the
ASA-LMTO method to deal with free-electron-like motion of electrons with large momentum
q since the kinetic energy of the tails of the LMTOs is fixed at zero.

For silicon, the ASA and FP-LMTO methods agree very well, because the electrons with
large momentumq are significantly distorted by the lattice potential and are quite different
from plane waves. The same is true for graphite. However, its abnormally loose interplanar
bonding becomes a major obstacle to reproducing the electronic structure by inserting a large
number of fictitious ‘empty’ spheres. This is why the results of the ASA and FP-LMTO
calculations show large differences both in band energies and momentum densities.

In general, we suggest that the FP-LMTO method rather than the ASA-LMTO method
should be used for accurate EMD calculations because of the greater care taken as regards the
electron distribution in the interstitial region between the MT spheres.
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